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We live in an era of data abundance. 
Every aspect of our online and offline 
behavior—every click on a Web site, 
every relationship in online social 
networks, every bit of information we 
disclose about ourselves—is captured 
and analyzed by multiple entities, 
ranging from Internet service provid-
ers to advertising agencies to credit 
bureaus. With this dramatic increase 
in data collection, the companies 
holding our data face the responsibil-
ity for protecting our privacy, espe-
cially as they sell and exchange infor-
mation about us.

Existing privacy protection tech-
nologies are overwhelmingly based 
on anonymization. They remove a few 
data attributes (such as names) that 
could be used to identify individu-
als and consider the resulting anony-
mized datasets safe from privacy vio-
lations. This approach is pervasive in 
academic literature, as well as indus-
try practices. Whether it’s the chief 
privacy officer of a major online social 
network testifying to a U.S. Senate 
committee that there is a critical dis-
tinction between the use of informa-
tion in “personally identifiable form” 
and the use, sharing, and dissemina-
tion of information in “non-personal-
ly identifiable form,” or a popular Web 
site informing its customers that it 
shares non-personally identifiable in-
formation about them with hundreds 
of advertisers, the safe-keepers of our 
data act as if anonymity were equiva-
lent to privacy. But is it, really?

To build meaningful protections 
for sensitive individual data, we must 
ask the right questions. What does it 
mean to compromise privacy? How 
can a potential adversary access and/
or influence the data, both before 
and after anonymization? What are 
the adversary’s capabilities, and what 
information might she employ to 
reverse anonymity? Unfortunately, 
many existing privacy technologies 
suffer from a certain poverty of imagi-
nation. For example, they assume the 
only way to reidentify anonymized re-

cords is to link them with an external 
dataset by matching common demo-
graphic attributes. As a consequence, 
anonymization is easily broken by 
creative adversaries who use a differ-
ent attack model.

The following paper by Lars Back-
strom, Cynthia Dwork, and Jon Klein-
berg is a landmark in privacy research 
because it asks all of the above ques-
tions and gives unexpected answers. 
The authors demonstrate fragility of 
data anonymization, invent several 
new techniques for reidentifying an-
onymized nodes in social networks, 
and radically change our understand-
ing of what constitutes personally 
identifiable information.

Their first contribution is to inves-
tigate the meaning of anonymity in 
graph-structured data, which are very 
different from relational datasets tradi-
tionally considered in privacy research. 
They focus on online social networks, 
but their results apply broadly to tele-
phone call graphs, survey data, and, 
in general, almost any dataset con-
taining information about relation-
ships between people.

Their second contribution is the 
insight that the basic topological 
structure of the social graph can act as 
an identifier. They show that patterns 
of social links—whether arising natu-
rally or artificially introduced into 
the social network by the adversary—
tend to be unique and efficiently rec-
ognizable even in a completely ano-

nymized graph, yet without knowing 
the pattern, it is difficult to determine 
whether the graph contains such a 
structure. This idea is very powerful 
because graph structure is not a “per-
sonally identifiable” attribute by any 
meaning of the term. Nevertheless, 
Backstrom et al. show how it can be 
used to reidentify (sub)graphs that 
have been anonymized according to 
the best legal standards and satisfy 
the strongest anonymity properties.

Their third contribution is a new 
class of attacks on anonymity; in par-
ticular, an active attack in which the ad-
versary deliberately introduces random 
links into the social network so that the 
resulting subgraph can be recognized 
even after all information about identi-
ties has been erased from the network. 
Existing privacy technologies fail to 
account for the possibility that the ad-
versary may influence the data prior to 
anonymization and thus do not provide 
a defense against this threat.

The era of data abundance is bring-
ing new kinds of sensitive data about 
individuals, new understanding of 
privacy risks, new attacks, and new 
defenses. This work provides us with 
valuable insights in all of these areas. 
By showing that the basic structure 
of our social relationships can be as 
identifying as a name, they debunk 
the naive belief that simple removal of 
identifiers renders the data non-per-
sonally identifiable. The authors carry 
out a rigorous theoretical analysis of 
anonymity in social networks (includ-
ing interesting connections to graph 
theory) and accompany it by the em-
pirical evaluation of their reidentifica-
tion techniques on a large, real-world 
social network of the LiveJournal blog-
ging service. Their paper is an object 
lesson in how to do data privacy re-
search. It should be required reading 
for anyone interested in this area.	
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